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Outline
⚫ Limited DR of the most popular RNS moduli set τ = 2𝑞 − 1,2𝑞 , 2𝑞 + 1

⚫ Balanced inter-moduli arithmetic speed

⚫ The challenge of appropriate additional moduli for higher DR

⚫ Existing τ-balanced parallel prefix modulo-(2𝑞 − 3) adders

⚫ Modulo-(2𝑞 − 3) product via non-modular multiplication (2010 AND 2013)

⚫ Via semi-modular multiplication (2018)

⚫ The challenge of fully modular approach and the solution

⚫ Results: Only 2 extra CSA levels for modulo-(2𝑞 − 3) vs. modulo-(2𝑞 − 𝟏) 

⚫ Results: Speedup and energy saving at the cost of more area and power consumption
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Most frequently used moduli forms:
𝒎𝟏 = 2𝑞 − 1, 𝑚2 = 2𝑞, 𝒎𝟑 = 2𝑞 + 1
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Balanced speed
with parallel prefix adders and 

fully modular multipliers
in the 3 residue channels



Modulo-(2𝑞 − 1) multiplication
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Number of reduction levels ℒ(𝑞)

Modulo-(2𝑞 − 1): 𝑞 × 𝑞 MPPM
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≈ 𝑞 ⟹ ℒ 𝑞 log
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2
⟹ ℒ 𝑞 ≈ 1.7 log

𝑞
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𝑞 = 4 ⟹  ℒ 𝑞 = 1.7 = 2(4 → 3 → 2) 

𝑞 = 6 ⟹  ℒ 𝑞 = 1.7 log 3 = 3(6 → 4 … ) 

𝑞 = 9 ⟹  ℒ 𝑞 = 1.7 log 4.5 = 4(9 → 6 … )
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Higher dynamic range without speed loss
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▪ τ = 2𝑞 − 1,2𝑞, 2𝑞 + 1 :
➢ 23𝑞 bit DR 
➢ + and ×: 𝑂 𝑙𝑜𝑔 𝑞  delay

▪ Increasing 𝒒 for higher DR ⟹ Speed loss
▪ Higher DR with the same 𝒒? 
▪ Yes, via augmenting τ with {2𝑞±δ, for δ > 1}
▪ Challenge: τ-balanced +, × and 𝑿 𝒎



The challenge of additional moduli of the form (2𝑞 ± 𝛿)
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▪ τ-balanced PPA for δ = 3 exist

▪ Q1: Mod-(2𝑞 ± 3) ×: As fast as Mod-(2𝑞 ± 1) ×? NO!

▪ Q2: Complexity of 𝑿 𝒎 for 𝒎 = 2𝑞 ± 3?

▪ Do Q1 and Q2 share the same problem? Yes!



Q1: 1st difference:
Deeper MPPM (2𝑞 − 1 vs. 𝑞)
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Modulo 2𝑞 − 1 Modulo 2𝑞 − 𝟑
𝑞 = 4



Q1: 2nd Difference:
Deepening of Column 1 by two sources
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𝟐𝒒𝒄 𝟐𝒒−𝟑 = 𝟐𝒒 − 𝟑 𝒄 + 𝟑𝒄 𝟐𝒒−𝟑 = 𝟑𝒄 = 𝟐𝒄 + 𝒄

Column 1 receives carry bits from:

1) Column 𝒒 − 𝟏 via modular reduction

2) Column 0, via regular reduction: 



Q1: 3rd difference

1)  Non-modular product: 𝑃 = 𝐴 × 𝐵 = 2𝑞𝑃ℎ + 𝑃𝑙  

2)  𝟐𝒒-bit 𝑷 to residue conversion:

𝐴 × 𝐵 2𝑞−3 = 2𝑞𝑃ℎ + 𝑃𝑙 2𝑞−3 = 3𝑃ℎ + 𝑃𝑙 2𝑞−3

 (for previous solutions of 2010 and 2013,

 while the one of 2018 computes △=
𝑃𝑙

2𝑞 )

No reason giving for

  not using fully modular approach as in modulo 2𝑞 − 1? 
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Probable reason:
Modulo-(2𝑞 − 3) Wallace PPR ⟹ Loop
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𝒒 = 𝟒



Wallace-fail in residue generation 3𝑃ℎ + 𝑃𝑙 2𝑞−3
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2010: Not addressed; 2013: Uses Dadda-like; 2018: Not applicable



Q2: Modulo-(2𝑞 − 3) residue generation

Example moduli set: {2𝑞 , 2𝑞 ± 1, 2𝑞 ± 3}

5𝑞-bit number 𝑋 to 𝑋 2𝑞−3 residue:

𝑋 = 24𝑞𝑋4 + 23𝑞𝑋3 + 22𝑞𝑋2 + 2𝑞𝑋1 + 𝑋0 ⟹

𝑋 2𝑞−3 = 81𝑋4 + 27𝑋3 + 9𝑋2 + 3𝑋1 + 𝑋0 2𝑞−3

= (26 + 24 + 1)𝑋4 + (24 + 23 + 2 + 1)𝑋3 + (23 + 1)𝑋2 + 2 + 1 𝑋1 + 𝑋0 2𝑞−3

Modular multi-operand addition with 

28 (=12+16) deep Column 1 ⟹ 2𝑞 − 1 = 28 ⟹

As complex as PPR for modulo-(214 − 3) multiplication
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Proposed design: Dadda-like reduction for 𝒒 = 𝟒 
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Proposed design: The general Algorithm 
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Number of reduction Levels 𝓛
For Modulo 𝟐𝒒 − 𝟏:

𝓛 𝒒 ≈ 𝟏. 𝟕 𝒍𝒐𝒈
𝒒

𝟐
;        𝒑 = 𝒍𝒐𝒈 𝒒 ⟹ 𝒒 = 𝟐𝒑𝛄(𝟏 ≤ 𝛄 < 𝟐) ⟹

𝓛(𝒒)  ≈ 𝟏. 𝟕(𝒑 − 𝟏 + 𝒍𝒐𝒈 𝜸) ⟹ 𝟏. 𝟕(𝒑 − 𝟏) ≤ 𝓛(𝒒) ≤ 𝟏. 𝟕𝒑

𝓛 for Modulo 𝟐𝒒 − 𝟑 via the proposed algorithm ≈ 𝓛(𝟐𝒒), since

𝒅𝟏 = 𝟐𝒒 − 𝟏, 𝒅𝟎
′ = 𝟐𝒒 + 𝟏

𝒅𝟎 = 𝒒, 𝒅𝒒−𝟏 = 𝒒 + 𝟏, 𝒅𝟎
′ = 𝒅𝟎 + 𝒅𝒒−𝟏 = 𝒒 + 𝒒 + 𝟏

Doubling 𝒒 in 𝟏. 𝟕(𝒑 − 𝟏) ≤ 𝓛(𝒒) ≤ 𝟏. 𝟕𝒑  extends the bounds by at most 𝟏. 𝟕 = 𝟐

⟹ Only 2 extra levels
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Schematic comparison of modulo-(2𝑞 − 3) multipliers
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Modulo-13 example of Seidel’s design
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Modulo-13 example of Seidel’s design …
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Modulo-13 example of Seidel’s design …
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Our in-house software
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Evaluations and Comparisons
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Evaluations and Comparisons …
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Evaluations and Comparisons …
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In short

Fully modular approach in the realization of modulo-(2𝑞 − 3) multiplier results in:

✓Less delay

✓Less energy

✓More speed-balance with companion moduli 2𝑞 ± 1

Ongoing and future relevant research:

➢Fully modular modulo-(2𝑞 + 3) multiplier

➢Study of fully modular approach for generic modulo-(2𝑞 − δ) multiplier
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Greetings from Chosun University



Evaluations and Comparisons
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Evaluations and Comparisons
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Evaluations and Comparisons
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Evaluations and Comparisons
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